171 Midterm 1 Solutions, Fall 2016'

1. QUESTION 1

True/False
(a) Let © be a universe. Let Ay, Ay, ... C Q. Then

U A; = {x € Q: V positive integers j, x € A;}.

i=1

FALSE.If A; = Qand Ay = 0, then |J;2; A; = Q, but @ = {x € Q: V positive integers j, = €
A}

(b) For any positive integers i, j, let a;; be a real number. Then

SIRISI)

i=1 \j=1 j=1 \i=1

FALSE. For any ¢ > 1, let a;41) = 1, let a; = —1, and let a;; = 0 for any other ¢, j.
Then 221 (aii+ai(i+1)) = Zf;( )=0# -1=an+0=an+ Z] 2( (G-1)j +a]]) =
Do (02 aig)

010
(c) The Markov Chain with transition matrix P = [ 0 0 1] has exactly two recurrent
1 00
states.
1 00
FALSE; All three states are recurrent. Since P? = (O 1 0], for any x € {1,2,3} we
001
have P, (X3 =z) = 1. So, P,(T, <3) =1, and P,(7T, < 00) = 1.

2. QUESTION 2

Suppose X and Y are independent standard Gaussian distributed random variables. (So,
Pla< X <b) = fab e "*12dt//2r, for any —oo < a < b < 00.) Find the probability density
function of X +Y. That is, find a function fxiy: R — [0,00) such that P(a < X +Y <

= [? fxay (t)dt for all —oo < a < b < oo.
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Solution. Let t € R. Then

d d
fravlt) = SPX4Y <t)= 2 / / Fry (@, y)dudy
{z+y<t}
= a4 // fx (@) fy(y)dzdy, since X, Y are independent
dt J J(zry<t}

d Y=00 r=t—y
—a [ r@itdedy
Y=00

= / R fx(t—vy)fy(y)dy, by the Fundamental Theorem of Calculus
y=—00

1 1 Y=o

V2T /21 Jy=—oo

e~ 26072y by definition of X, Y

Yy=o0

= LL /yoo 6_t2/2_y2+tydy _ 1 6_752/4 1 6_(y—t/2)2dy
V2T /21 Jy=—oo V2m V2T Jy=—oo
1 —t2/4 1 y=ee _y2
= e e ¥d
VT V2T Jy=—oo Y
1 7t2/4 ]. y=o0 7y2/2 . .
=3 ﬁe T e dy, changing variables
Yy=—00
_ 1 e_t2/4

2\ /T
3. QUESTION 3

Suppose we have a Markov Chain (X, Xi,...) with state space Q = {1,2,3,4,5} and with
the following transition matrix

1/4 3/4 0 0
3/4 1/4 0 0
r=(o0o o 1 0
0 0 1/2 0 1/2
0 0 1/2 1/2 0

Classify all states in the Markov chain as either transient or recurrent.
Is this Markov Chain irreducible? Prove your assertions.
Solution. State 1 is recurrent, since

P(Ti=00)=Pi(2=X,=X3=X,=---) = lim P(1,2)(P(2,2))" = lim (3/4)(1/4)" = 0.

o O O

n—oo n—oo
State 2 is recurrent, since
P2(T2 — OO) e P2(1 e X2 = X3 f— X4 = .. -) = hm (P(l, 1))n — hm (1/4)77, - O
n—oo n—oo

State 3 is recurrent since P3(T3 = 1) = 1, so P3(T3 < 00) = 1.
States 4 and 5 are transient, since

n—o0
n—00



The Markov chain is not irreducible, since P is a block matrix of the form P = (161 g)

where A is 2 x 2 and B is 3 x 3. So, for any n > 1, P" = (f(l) gn) So, P"(1,3) = 0 for

any n > 1. So, the Markov chain is not irreducible.

4. QUESTION 4

Let z,y be any states in a finite irreducible Markov chain. Show that E, T, < oo.

Solution. From Lemma 3.27 in the notes, there exists 0 < o < 1 and j > 0 such that,
for any z,y € Q and for any k > 0, P.(T, > kj) < o”. So, P.(T, > kj) < oF. So, using
Remark 2.23 in the notes,

E,T, = iPx(Ty > k) = i > P(T,>0)

k=1 k=1 j(k—1)<i<jk
<Y PUT, > j(k—=1) <Y a* = j/(1—a) < oo,
k=1 k=1

5. QUESTION 5

Prove or disprove the following statement.

Every finite Markov chain on a nonempty state space has at least one recurrent state.

Solution. This statement is True. We argue by contradiction. Suppose every state is
transient. That is, every y € Q satisfies 0 < p,, < 1, where p,, = P, (T}, < 00). As in

the notes, let Tél) = T,, and for any k& > 2, define a random variable ngk) = min{n >

Ty(kfl): X, = y}. That is, Ty(k) is the k' return time of the Markov chain. If k > 1 is fixed,
by the pigeonhole principle, at the |Q] - k™ step of the Markov chain, the chain has returned

to some state k times. That is, for any k£ > 1 fixed, there exists y € {2 such that Ty(k) < 0
with probability one. That is, for any fixed k > 1,
1 =P (Uyea{T¥ < o0}).
Using the union bound,
1<) P(TP < 00).
yeN
From Proposition 3.21 in the notes, P(Ti,fk) < 00) = pf,. So,

1< Zpl?jy < |9 (r;leagpyy)k-
yeN

. . . . log| Q|
Since () is finite, 0 < maxycqp,y < 1. So, if & > Tog(1/max,capmy) Ve have 1 < 1, a

contradiction. The proof is complete.
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