Stochastic Processes Steven Heilman

Please provide complete and well-written solutions to the following exercises.

Due October 13, in the discussion section.

Homework 2

Exercise 1. Let P, ) be stochastic matrices of the same size. Show that P() is a stochastic
matrix. Conclude that, if r is a positive integer, then P" is a stochastic matrix.

Exercise 2. Let A, B be events in a sample space. Let Ci,...,C, be events such that
CiNC; =0 for any 4,5 € {1,...,n}, and such that U ,C; is the whole sample space. Show:

P(A[B) =) P(A|B, C,)P(Cy|B).
i=1
(Hint: consider using the Total Probability Theorem and that P(-|B) is a probability law.)
Exercise 3. Let 0 < p,g < 1. Let P = (1 ;p X f q>' Find the (left) eigenvectors of P,
and find the eigenvalues of P. By writing any row vector z € R? as a linear combination of

eigenvectors of P (whenever possible), find an expression for zP" for any n > 1. What is
lim,, o zP"? Is it related to the vector © = (q¢/(p+q),p/(p + q))?

Exercise 4. Let G = (V, E) be a graph. Let |E| denote the number of elements in the set
E, ie. |E| is the number of edges of the graph. Prove: ) _, deg(z) =2 |E|.

Exercise 5. Let A, B be events such that B C {Xy = z¢}. Then P(A|B) = P, (A|B).

More generally, if A, B are events, then P, (A|B) = P(A|B, Xy = o).
Exercise 6. Suppose we have a Markov Chain with state space 2. Let n > 0, ¢ > 1, let
Tg, ..., 7, € Qand let A C QF. Using the (usual) Markov property, show that
P((Xni1, - s Xnae) € Al (Xoy ..o, Xn) = (20, .-+, 20))
=P(( X1, -, Xpo) € A| X, = ).
Then, show that
P(Xns1,-- s Xno) €Al X, =x,) =P((Xy,...,Xy) € A| Xo = ).
(Hint: it may be helpful to use the Multiplication Rule.)

Exercise 7. Suppose we have a Markov chain X, Xi,... with finite state space ). Let
y € Q. Define L, := max{n > 0: X,, = y}. Is L, a stopping time? Prove your assertion.

Exercise 8. Let x,y be points in the state space of a finite Markov Chain (Xo, X,...). Let
T, = min{n > 1: X,, = y} be the first arrival time of y. Let j, k be positive integers. Show
that
P.(T,>kj|T,>(k—1)j) < machz(Ty > 7).
ze
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(Hint: use Exercise 6)

Exercise 9. Let x,y be points in the state space of a finite Markov Chain (Xj, X1, ...) with
transition matrix P. Let T, = min{n > 1: X,, = y} be the first arrival time of y. Let j be
a positive integer. Show that

Pi(z,y) < Po(T, < ).
(Hint: can you induct on j57)

Exercise 10. Let x,y be any states in a finite irreducible Markov chain. Show that E, T}, <
oo. In particular, P,(T, < co) =1, so all states are recurrent.



