408 Midterm 2 Solutiond]

1. QUESTION 1

(a) The negation of the statement
“There exists an integer j such that j2 — j < 8 is
“For every integer j, we have j2 — j > 8.7

TRUE. By the rules of negation, “There exists” is negated to“For every,” and the inequal-
ity < is negated to >.

(b)We have

sup N2 =1.
A€(0,1)

TRUE. Each X € (0, 1) satisfies A < 1. And for any number ¢ < 1, there is some A € (0, 1)
such that A2 > t (e.g. we can choose A = v/t + (1 — v/1)/2). So, 1 is the smallest number
satisfying A\? < 1 for all A € (0, 1).

(c) Let Z be a sufficient statistic for {fy: 6 € ©} and let Y be an unbiased estimator for
0. Define W := Ey(Y'|Z). Let 6 € © with Varyg(Y') < co. Then

Varg(W) < Varg(Y).

TRUE. This is the Rao-Blackwell Theorem.

(d) There can be at most one maximum likelihood estimator. That is, if a maximum
likelihood estimator exists, it is unique.

FALSE. Example 4.32 in class (using uniform random variables on [0 —1/2,0+1/2]) shows
that there can be infinitely many MLEs. That is, the MLE might not be unique.

(e) Suppose X is a UMVU for § € ©, and Y is an estimator for §. Then

Eo(X — EgX)> < Eo(Y —EpY)?, V€O

(In answering this question, you can freely use a result from the homework.)

FALSE. On the homework (quiz 4), we found an estimator ¥ such that Eg(X — EyX)? >
Ey¢(Y — E¢Y)? for some 6. This estimator Y was biased, so it does not contradict the
definition of UMVU.

(f) Let X: 2 — R" be a random variable with distribution fy. Let Ix(#) denotes the
Fisher Information of X. Let Y be an unbiased estimator for 6§ € ©. Suppose

1
Ix(0)

Vary(Y) = Vo e 0o,

Then Y is UMVU for 6.
TRUE. By the Cramér-Rao Theorem, any estimator Z that is unbiased for # must satisfy
Varg(Z) > 7 L) V6@ € O. Since the variance of Y is equal to the last quantity, we get

Vary(Z) > Varg( ) V0 € O, for any estimator Z of 6.
2. (QUESTION 2

Let Xi,..., X, be ii.d continuous random variables with E | X;]| < occ.

In each question below, simplify your answer to the best of your ability.

Unlike other questions, in this question you can freely use a result from a previous home-
work concerning general properties of conditional expectation.
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e Compute E(X; | X7).
e Compute E(X; | X5).
e Compute E(X; | X1 + -+ X,,).

Solution. From Exercise 2(iv) on HW3, E(X;|X;) = X;.

From Exercise 2(v) on HW3, E(X;|X3) = EX}, since X;, X5 are independent. (Since X3
is independent of Xl, E(X1|X2 = IQ) = EXl, SO E(X1|X2) = EXl)

Since the random variables are i.i.d., for any 1 < k£ < ¢ < n, the joint distribution of
(Xk, > X;) is equal to the joint distribution of (X, Y 1, X;). So, by the definition of
conditional expectation,

E(X| Z Xi) = E(Xy| Z Xi).

Therefore, by Exercise 2(iv) on HW3,

W= B Y X) = %Z;E(Xﬂ >ox)= %E(Z;le > %)= Iy
j= i= i= i=

=1 =1

3. QUESTION 3

Let # € R be an unknown parameter. Consider the density

e =0 ifr>40
h@y_{a itz <0

Suppose X1, ..., X, is arandom sample of size n, such that X; has density fy forall1 <i < n.

Show that X (1) = min; <<, X; is a sufficient statistic for 6.

Let = (z1,...,2,) € R™ If it occurs that minj<;<, z; < 6, then some 1 < i < n
satisfies z; < 0, so fy(z;) = 0 and the joint PDF [] | fo(x;) is also zero. On the other
hand, if it occurs that min;<;<,, x; > 0, then all 1 < i < n satisfy z; > 6, and the joint PDF
[T, fo(z:) =11, e~ @9, That is, we can write

2

H f@(l’z) = 1{min19§n 220} ° He—(xi—O) — en91{min19§n 230} H e~ (@)
=1

i=1 =1

The factorization theorem then implies that ¢(z) := min;<;<, z; gives our sufficient statistic
Y = t(Xy,...,X,), since if we define gy(2) = e”el{zzg} and h(z) =[], e~ then we
have written the joint PDF as

[ fo(x:) = go(t(@)h(z), VYzeR", VoeR.

4. QUESTION 4
Suppose X1, ..., X, are i.i.d. random variables, and X; has distribution
folx) =027 Vo<az<l,

where 6 > 0 is unknown.
Find an MLE Y,, of 6. As usual, you should justify your answer.



Solution. The joint distribution of Xy,..., X, is

00) =[] fo(x:) =[] 020" = 0" [ 20"
i=1 i=1 i=1
Taking the log and then taking a derivative of that,

d

d - n -
iy | — —[nl _12:1 1= = E] -
7 og ((0) e[n ogl+ (0 )Z 1 og ;] 0 +i 1 0g T;

Setting this quantity to zero, we find a single critical point

0= —%iilogxi.

When 6 is less than this value, log¢(§) > 0 and when 6 is greater than this value,

2 log ((f) < 0. That is, log £() increases, then decreases. So, log £() has a unique maximum

at the value § = =2 37" log ;.

5. QUESTION 5

Let X be a geometric distributed random variable with unknown parameter p where
p € {1/3,2/3}. (So, P(X = k) = (1 — p)*~!p for all integers k > 1.) Suppose we want to
test the hypothesis Hy that p = 1/3 versus the alternative H; that p = 2/3.

e Explicitly describe the rejection region C' of the UMP (uniformly most powerful) test
among all hypothesis tests with significance level less than or equal to 5/9.

e Suppose we observe that X = 1. Report a p-value for this observation, for the UMP
test you found.

Solution. We have
) _ (L= 23 /8) (U (A

fs(k) — (L=1/3)F1(1/3)  (2/3)F1(1/3)  (2/3)F2

Evidently this quantity decreases as k increases. Plugging in a few values, we get

f2/3(1) o -1 _ f2/3(2) o 0 _ f2/3(3) . 1_
fis(1) /2= =2 fi3(2) /27 =1, fi33) (/2 =1/2.
So, e.g. the likelihood ratio test with rejection region
- Sas(k)
C={kz1: Ji/3(k) =

has significance level
a=PisXel)=Ps(X=1or X=2)=1/3+(1-1/3)(1/3) =(1/3)(1+2/3) =5/9.

The Neyman-Pearson Lemma states that the test with rejection region C'is UMP among all
tests with significance level at most 5/9. A p-value for this test is

Jos3(X) _ fors(k)
fa(X) = f1/3<k>>‘

p(k:) = P1/3 (
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In the case k = 1, we get

B for3(X) _ foya(1)
p(1) = P1/3<f1/3(X) > 2

) =Pus((1/2)%2 > 2) =Pug(X =1) = 1/3
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