
Mathematical Statistics 408 Steven Heilman

Quiz 1 occurs August 31, in the discussion section. The quiz will be based upon the problems
below.

Quiz 1 Problems

Exercise 1. Two people are flipping fair coins. Let n be a positive integer. Person I flips
n + 1 coins. Person II flips n coins. Show that the following event has probability 1/2:
Person I has more heads than Person II. (Hint: condition on the last coin flip of Person I,
then compare the remaining n flips of person I to the n flips of Person II.)

Exercise 2. Let X1, Y1 be random variables with joint PDF fX1,Y1 . Let X2, Y2 be random
variables with joint PDF fX2,Y2 . Let T : R2 → R2 and let S : R2 → R2 so that ST (x, y) =
(x, y) and TS(x, y) = (x, y) for every (x, y) ∈ R2. Let J(x, y) denote the determinant of the
Jacobian of S at (x, y). Assume that (X2, Y2) = T (X1, Y1). Using the change of variables
formula from multivariable calculus, show that

fX2,Y2(x, y) = fX1,Y1(S(x, y)) |J(x, y)| .

Exercise 3. Let b1, . . . , bn be distinct numbers, representing the quality of n people. Suppose
n people arrive to interview for a job, one at a time, in a random order. That is, every possible
arrival order of these people is equally likely. We can think of an arrival ordering of the people
as an ordered list of the form a1, . . . , an, where the list a1, . . . , an is a permutation of the
numbers b1, . . . , bn. Moreover, we interpret a1 as the rank of the first person to arrive, a2
as the rank of the second person to arrive, and so on. And all possible permutations of the
numbers b1, . . . , bn are equally likely to occur.

For each i ∈ {1, . . . , n}, upon interviewing the ith person, if ai > aj for all 1 ≤ j < i, then
the ith person is hired. That is, if the person currently being interviewed is better than the
previous candidates, she will be hired. What is the expected number of hirings that will
be made? (Hint: let Xi = 1 if the ith person to arrive is hired, and let Xi = 0 otherwise.
Consider

∑n
i=1Xi.)

Exercise 4. Estimate the probability that 1000000 coin flips of fair coins will result in more
than 501, 000 heads, using the Central Limit Theorem. (Some of the following integrals

may be relevant:
∫ 0

−∞ e
−t2/2dt/

√
2π = 1/2,

∫ 1

−∞ e
−t2/2dt/

√
2π ≈ .8413,

∫ 2

−∞ e
−t2/2dt/

√
2π ≈

.9772,
∫ 3

−∞ e
−t2/2dt/

√
2π ≈ .9987.) (Hint: use Bernoulli random variables.)

Casinos do these kinds of calculations to make sure they make money and that they do
not go bankrupt. Financial institutions and insurance companies do similar calculations for
similar reasons.

Exercise 5. You want to complete a set of 100 baseball cards. Cards are sold in packs of
ten. Assume that each individual card in the pack has a uniformly random chance of being
any element in the full set of 100 baseball cards. (In particular, there is a chance of getting
identical cards in the same pack.) How many packs of cards should you buy in order to get
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a complete set of cards? That is, what is the expected number of cards you should buy in
order to get a complete set of cards (rounded up to a multiple of ten)? (Hint: First, just
forget about the packs of cards, and just think about buying one card at a time. Let N be
the number of cards you need to buy in order to get a full set of cards, so that N is a random
variable. More generally, for any 1 ≤ i ≤ 100, let Ni be the number of cards you need to
buy such that you have exactly i distinct cards in your collection (and before buying the last
card, you only had i−1 distinct cards in your collection). Note that N1 = 1. Define N0 = 0.
Then N = N100 =

∑100
i=1(Ni −Ni−1). You are required to compute EN . You should be able

to compute E[Ni −Ni−1]. This is the expected number of additional cards you need to buy
after having already collected i− 1 distinct cards, in order to see your ith new card.)

Exercise 6. You are trapped in a maze. Your starting point is a room with three doors.
The first door will lead you to a corridor which lets you exit the maze after three hours of
walking. The second door leads you through a corridor which puts you back to the starting
point of the maze after seven hours of walking. The third door leads you through a corridor
which puts you back to the starting point of the maze after nine hours of walking. Each
time you are at the starting point, you choose one of the three doors with equal probability.

Let X be the number of hours it takes for you to exit the maze. Let Y be the number of the
door that you initially choose.

• Compute E(X|Y = i) for each i ∈ {1, 2, 3}, in terms of EX.
• Compute EX.

Exercise 7 (Confidence Intervals). Among 625 members of a bank chosen uniformly at
random among all bank members, it was found that 25 had a savings account. Give an
interval of the form [a, b] where 0 ≤ a, b ≤ 625 are integers, such that with about 95%
certainty, if we sample 625 bank members independently and uniformly at random (from a
very large bank membership), then the number of these people with savings accounts lies in
the interval [a, b]. (Hint: let Xi = 1 if the ith sampled person has a savings account, and let
Xi = 0 otherwise, where 1 ≤ i ≤ 625. Use the Central Limit Theorem. Note that, if Y is a
standard Gaussian random variable, then P(−2 ≤ Y ≤ 2) ≈ .95.)

Exercise 8 (Hypothesis Testing). Suppose we run a casino, and we want to test whether or
not a particular roulette wheel is biased. Let p be the probability that red results from one
spin of the roulette wheel. Using statistical terminology, “p = 18/38” is the null hypothesis,
and “p 6= 18/38” is the alternative hypothesis. (On a standard roulette wheel, 18 of the 38
spaces are red.) For any i ≥ 1, let Xi = 1 if the ith spin is red, and let Xi = 0 otherwise.

Let µ := EX1 and let σ :=
√

var(X1). If the null hypothesis is true, and if Y is a standard
Gaussian random variable

lim
n→∞

P

( ∣∣∣∣X1 + · · ·+Xn − nµ
σ
√
n

∣∣∣∣ ≥ 2

)
= P(|Y | ≥ 2) ≈ .05.

To test the null hypothesis, we spin the wheel n times. In our test, we reject the null
hypothesis if |X1 + · · ·+Xn − nµ| > 2σ

√
n. Rejecting the null hypothesis when it is true is

called a type I error. In this test, we set the type I error percentage to be 5%. (The type I
error percentage is closely related to the p-value.)
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Suppose we spin the wheel n = 3800 times and we get red 1868 times. Is the wheel biased?
That is, can we reject the null hypothesis with around 95% certainty?

Exercise 9. A community has m > 0 families. Each family has at least one child. The
largest family has k > 0 children. For each i ∈ {1, . . . , k}, there are ni families with i
children. So, n1 + · · ·+ nk = m. Choose a child randomly in the following two ways.

Method 1. First, choose one of the families uniformly at random among all of the families.
Then, in the chosen family, choose one of the children uniformly at random.

Method 2. Among all of the n1 + 2n2 + 3n3 + · · ·+ knk children, choose one uniformly at
random.

What is the probability that the chosen child is the first-born child in their family, if you
use Method 1?

What is the probability that the chosen child is the first-born child in their family, if you
use Method 2?


