505B Midterm 2 Solutiondl

1. QUESTION 1

Let Sy, 51, ... denote the simple random walk on Z with Sy := 0. Let n and ¢ be positive
integers. Show that:

P( max |S;| > c) < 2P(|S,| > ¢).
1<j<n
(Hint: is this related at all to the reflection principle?)

Solution. The event maxi<;<, |5;| > c is equal to the event {T,. < n}U{T_. < n}, where
T, is the hitting time of c¢. So, using symmetry and translation invariance of the random
walk and also Lemma 3.70 in the notes,

P(lrga<x 1S;| > c> - P({Tc <n}U{T.< n}) <P(T.<n)+P(T_.<n)
<j<n
=2P(T. < n) =2(1 = P(T, > n)) = 2(1 — Py(T, > n))
=21 =P.(Ty >n)) =2(1 = P(-c< S, <0))
=2P(S, < —cor S, >c¢) <2P(]S,| > ¢).

2. QUESTION 2

Let (Xg, X1, . ..) be the simple random walk on Z. For any n > 0, define M,, = X2 —3nX,,.
Show that (M, M, ...) is a martingale with respect to (Xo, X1,...)

Now, fix m > 0 and let T be the first time that the walk hits either 0 or m. Show that,
for any 0 < k < m,

m? — k?
5

(You are allowed to apply the Optional Stopping Theorem Version 2 without verifying
boundedness of the martingale.)
Solution.

E(Mn+1 —Mn|Xn :$n,...,X0 :LL’(),MO :mo)
= E(([Xop1 — Xo] +22)° = 3(n + 1)([Xp1 — Xo] +20) — 25 + 30z, | X, = 2,)

(et 1 o)

1
+ 5((—1 +2,)° = 3(n+ 1) (=1 +2,) — 2> + ann)
1 1
= (U +@0) =k =320 + (-1 + )" — a8 = 30,) = 5 (322 +1-322 —1) =0,

Now, if Xy =k with 0 < k < m, then the Optional Stopping Theorem says
k> = ExXg = ExMy = ExMy = E X5 — 3E, T X7,
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(Note that P(T" < o0) = 1 by Lemma 3.28 in the notes.) Let p := Px(T = m). Since T'=0
or T'=m, the Total Expectation Theorem says

E X7 = Pu(T = m)Ey(TXr | Xr = m) + Po(T = 0)Ex(TXr | Xr = 0)
= mpE(T | X7 =m).

Also, E;, X3 = m3p. So, we have
k> =m’p — 3mpEy(T | X7 = m).

From Example 4.25 in the notes, p = % So,

EB—m3p mPk—k m?-k?
BT Xr =m) = —3mp B 3k - 3

3. QUESTION 3

Let m > 1 be an integer. Let P be the m x m transition matrix of a finite (discrete-time)
reversible, irreducible Markov chain. Denote the eigenvalues of P as \y > Xy > -+ > \,,.

(You can take it as given that the eigenvalues are real, since we verified this in an exercise.)
Show:

o \; <lforalll<i<m.

o |\ <lforalll<i<m.

o\ > ).

o If additionally P is aperiodic, then \,, > —1.

Solution. Suppose f € R™ is a right eigenvector of P with eigenvalue . Since {2 is finite,
there exists zg € Q such that M := max,ecq f(z) = f(xo). Let z € Q with P(xg, z) > 0, and
assume that f(z) < M. Then since f is an eigenvector, Pf = Af, i.e.

AM = \f(z0) = P(z0,2)f(2) + Y Plao,y)fy) < MY Plzo,y) = M,

yeQ: y#z yeQ

a contradiction, unless f(z) = M and A < 1.

Finally, for any z € (), irreducibility of P implies that there is a sequence of points
xo, T1, ..., T, = 2z in Q such that P(x;, z;11) > 0 for every 0 < i < k. So, by repeating the
above argument k — 1 times, M = f(xo) = f(z1) = --- = f(ax) = f(2). That is, f(z) = M
for every z € Q or A < 1. If f is constant, then A = 1. So, in any case \ < 1.

Applying the same argument to the stochastic matrix P2, we get A\? < 1 for all eigenvalues
A of P (since the eigenvalues of P? are the squares of the eigenvalues of P). The second item
follows.

By Lemma 3.70 in the notes, the eigenspace of the largest eigenvalue is one-dimensional,
so the third item A > Ay follows.

Finally, suppose 7 is the stationary distribution of an irreducible, aperiodic Markov chain
and let g € R™ be a left eigenvector of P with eigenvalue \,,. Since the Markov chain is
irreducible, ¢ is not a multiple of 7. If \,, = —1, then gP? = ¢, so that gP? = ¢ for any
k> 1. So, limy_,o gP? = ¢, but this violates the convergence theorem. We conclude that
Am > —1.



4. QUESTION 4

Let 2 be a finite set. Let m be a probability distribution on 2. For any 0 < p < oo, and
for any f € R?, define

1l = (S l@P @) " Bf =Y f@)

€ e

e Show that || f]|, . < | fll,, for any f € R".
e Let p be a probability distribution on €. If 7w(x) > 0 for all x € €2, show that

L[ ()
- s—H——l
v 2 7T<) 2,7

e Let t > 0. Prove the bound

Ht<x7 )

—_— - < sup max |[(H; — E;) f](x)].
7T(> 2, JER: ||f||2 =<1 22

(Hint: show, for any f € R®, [ £l = SuPgere-. gl <1 [{f a)r| )

Let P be the transition matrix of a finite, irreducible (discrete-time) Markov chain, let
7 be the unique stationary distribution of the chain, and let H, := "= ¢ > 0, be the
corresponding heat kernel. The mixing time of a continuous-time Markov chain measures how
rapidly the Markov chain converges to equilibrium, providing a more quantitative estimate
than the convergence theorem provides. For any € > 0, we define

tmix(€) = inf {t >0: rileaéi [ Hi(, ) = 7()[|py < 5}

The mixing time of the continuous-time Markov chain is defined to be i (1/4).

max
e

e Suppose we have a finite, irreducible reversible Markov chain with spectral gap
v :=1— Ay. Prove that t,; < log 2/\/H111’ly€Q 7(y)) by first proving

max || H,
max | Hi(, ) = ()l < ﬁw
(Hint: if ¢1,..., 910/ € R are an orthonormal basis of eigenfunctions of P, and if
x € Q and e, € RY satisfies e,(r) := 1 and e,(y) := 0 for all y # x, then show that
Q
m(x) = (ex, €a)r = (@) T2 lg;(2) %)
Solution. The first item follows from Jensen’s inequality. The second item follows from
Exercise 3.62 in the notes, since

1 1
I = lley = 5 3 ) = 7)) = 5
z€Q

z€Q

Vt>0

w()
()

()
()

@) 1
< —
-2

() 1
() 1‘%(:1:) =3

(5 1)),

The supremum characterization of the L, norm is sometimes called the reverse Holder in-
equality. Taking the maximum over z concludes this item.
For the fourth item, we combine the above items to get

1,m 2,

For the third item, we have

H

2, QERQ: Hg”z,ﬂfl

= sup |Hyg(z) — Erg|.
geRQ: ||9H2,WS1




(i) AGidi) |
max || Hy(z,-) — ()| < 5 sup  max|[H,—Eig[. (%)
reQ Y 2 gere: llgllz,~<1 2eQ
Let g € R® with Igllyr < 1. If g1y... s 910 € R are an orthonormal basis of eigenfunctions
of P with eigenvalues 1 > Ay > Ay > --- > X\ = —1, we can then write

1€2]
9= Z CiGi,
i=1
where ZIZQ|1 2 = ||g|l5.. < 1. Moreover, g, is a constant vector, i.e. there exists a € R such
that g1 = (a,...,a), and 1 = (91, 91)x = D_,eq @’7(x) = a*, so we may assume a = 1, i.e.
g1 =(1,...,1), so that E,g; = 1. Also, for any 1 < j < |Q],
>tk Pk th AR
P—I - - -
Hygy =" gy =™y A tZ w9 = Mg ()
k=0
So, [H; — Ex]g1 = [¢® — 1]g1 = 0. By orthonormality, V j > 2, 0 = (g1, g;)= = Erg;, so
12| 12| " 1€2]
[Hy — E]g = Z ciHy — Z Cthgz Z cie'®i Vg,
i=1 1=2
We apply the Cauchy-Schwarz inequality, Z‘,l c; <1 and the definition of v to get
2] 12| 12|
|[He z)| < ( ZCQ PO Tgi(@)) 2 < e O (@) (5)
i=2 i=2
As suggested in the hint, if z € ) is fixed, then using orthonormality of the basis g1, ..., gq,
12| 2]
7"-('1:) = <6337 ez>7r = < Z(esva gi>7rgi7 Z<6$7 gi’)ﬂgi’a >7T
i=1 =1
12| 12| 12|

= (Y a@) 9. X 0@) - g0) = @@)* Y lou(a)P

That is, E'Ql lg:(x))* = 1/m(x). Substituting into (1) we finally get
—ty
|[H: — Ex]g(2)] < .
V()

Taking the maximum over z and applying (*) concludes the proof.
Finally, to get a bound on the mixing time #,,;(1/4), we need to find ¢ > 0 such that

max || Hy(z,-) =7 ()[lpy < 1/4

From our proven inequality, it suffices to find ¢ > 0 such that
1 et

2 \/mingeq m(y)

<1/4.

4



Solving for ¢, we get e 7" < (1/2)/minyeq 7(y), i.e. —yt <log((1/2)/mingecqm(y)), i.e.

1
t> §log(2/ min(y)).

The mixing time bound follows.

5. QUESTION 5

Let n be a positive integer and denote i := v/—1. Let 7 := *™/". Let Q := {r,72,7%,..., 7" ', 1}
be the set of n'® roots of unity. Let P be the transition matrix such that P(w,7w) =
P(w,77'w) = 1/2 for all w € Q. That is, P is the simple random walk on the cyclic group
of n elements.

e Show that the (discrete time) Markov chain with transition matrix P is reversible
with stationary distribution 7(x) := 1/n for all x € Q.

e Show that the eigenvalues of P are {cos(2mj/n)}7—;. Consequently, the spectral gap
is v :=1—cos(27/n).

e Bound the mixing time of the continuous-time Markov chain corresponding to P,
using your result from the previous problem.

Solution. Reversibility is clear. For any 0 < j < n, let f; € R? be the vector f;(k) :=
e2miik/n for all 1 < k < n. Then

1 ij/n —2mij/n .
Pfi(k) = (1/2)f;(k + 1) + (1/2) f;(k = 1) = S f;(R)[e*™/" + e7*79/"] = f;(k) cos(2mj /).
That is { f; }1;01 are a set of eigenvectors of P. Taking the real and imaginary parts gives an
orthogonal basis of real eigenvectors with the stated eigenvalues.
From the previous problem, we have (for n > 3)

1
tmix < —log(2/, /minm(y)) < log(2/4/1/n) < n*(log 2+4(1/2) logn) < 2n*logn.
gl

yeQ 1 — cos(2m/n)
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