507A Midterm 2 Solutiondl

1. QUESTION 1

Let X1, Xs,...: Q2 — R be a sequence of independent, identically distributed random
variables such that

P(X,=1=P(X,=-1)=1/2, Vn>1.
Compute
P(limsuan > 0).

n—oo

Solution. Note that Y >°  P(X,, = 1) = oo. So, from the Second Borel-Cantelli Lemma,
the probability that X,, = 1 for infinitely many n > 1 is 1. Therefore, P(limsup,,_,. X, =
1) = 1.

2. (QUESTION 2

Let X1, Xs,...: Q@ — R be a sequence of mean zero independent random variables such
that: EX% < 10 for all n > 1. For any m > 1, define

m Xn
n=1
Show that Y7,Y5, ... converges almost surely.
Solution. By assumption, var(X,) < EX2 < 10foralln > 1. Note also that > oo | var(X,, /n*?) <
103" n~4/3 < 00. So, we are done by Theorem 2.25 in the notes.

3. QUESTION 3

Let X1, Xs,...: Q2 — R be a sequence of independent, identically distributed random
variables such that

P(Xngt):/

101
o T 1+ 22

dx, VteR,Vn > 1.

e Does there exist a sequence of positive real numbers by, bo, . .. such that

1
(X X,)

converges in probability to 1 as n — oo? Justify your answer. [Hint: You may freely
use that ¢, (t) = EeV=1X1* = ¢l for all t € R. What is the Fourier transform of
Xi+ -+ X,,?” What does this imply about the distribution of X + -+ + X, 7]

e Does there exist a sequence of real numbers ¢y, ¢, . .. such that %(Xl +- 4+ X)) —c,
converges in probability to 0 as n — oco? Justify your answer.

Solution. Since Xi, ..., X, are independent,
Oxs 4ot X on (8) = [ [ 63,00 () = [0, (£/00)]" = €710 = G (tn/by) = bx,,-
j=1
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By Remark 3.21 in the notes, we conclude that (X; + --- + X,,)/b, is equal in distribution
to Xin/b,. So, it is impossible for (X; + --- + X,,)/b, to converge in probability to the
constant random variable 1. By similar reasoning, %(X 1+ -+ X,) is equal in distribution
to X1, and it is impossible for X; — ¢,, to converge in probability to 0, so the same is true

for L(X; + -+ X,,).

4. QUESTION 4

Prove or disprove the following statement:

Let X;, X5,...: 2 — R be random variables. Assume that the laws px,, ix,, . . . converge
vaguely to a measure p on 2. Then p is a probability measure.

Solution. This statement is false, as we showed in the notes on page 37.

5. QUESTION 5

Let n > 1. Let Xj,..., X, be independent random variables such that P(X, = 1) =
P(X, = —-1)=1/2,¥n > 1. Let Y1,...,Y, be independent standard Gaussian random
variables that are also independent of Xi,...,X,. Note that EX; = EY; and EX}? =
EY?. Denote X = (X1,...,X,), Y = (Y},...,Y,). Forany 1 < j < n, let W, =
(X1,..., X1, Y, Y.

Let f: R" — R be a multilinear polynomial. That is, for any subset S C {1,...,n}, there
exist (deterministic) constants cg such that

f(z) = Z Csnzi, Vz=1(z1,...,2,) € R™

SC{1,...,n} €S

(We define [ [,y zi := 1.) Finally, let ¢: R — R be a Schwartz function. Prove:
E X E Y))| < " 1 Y E 0 w. ’
[BO(f(X)) ~ B6(f(¥))] < sup |6 (1) oo; (5 7v)

(Hint: argue as in Lindeberg’s proof of the Central Limit Theorem.)
(Hint: Let f;(2) = ng{l ..... n}: jes s HiES\{j} zi, 95(2) = ngu ,,,,, n}: j¢s ©s [Tics 2, for
any 1 < j < n. Note that ;> f(2) = f;(2) and f(2) = z;f;(2) + g;(2). Note also that f;(2)
J
has no z; terms inside it.) Solution. We write a telescoping sum

[Eo(f(X)) — Eo(f(Y))]

))—E
= Z[E¢<f(X17"'7Xj17}/}7"'7Yn))_Egb(f(Xla"'anaY}Jrla"'7Yn))]|
j=1

<Y ES(f(X1, . XYL Y0) = E(f(X, L X YY)
j=1

We then need to bound |E¢(f(W;_1)) — E¢(f(W;))|. Using the definition of g;, f;
Eo(f(Wj-1)) = Eo(f(W;)) = E¢(g;(Wj—1) + Y f;(W;-1)) — Ed(g;(Wj—1) + X f;(W;-1))
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Using a third order Taylor expansion for ¢, in the form ¢(t+y) = ¢(t)+ye' (t)+(y*/2)d" () +
(y3/6)¢" (c) for some ¢ between t and t + y, we have

E¢(g;(Wj-1) + Y fi(Wj-1)) — Eo(g;(Wj-1) + X f3;(Wj-1))
= E¢(g;(W;-1)) + BY; f;(W; 1)) + EY2[f;(W;21)]2 + (1/6)EY] [ f;(W; 1)’ E¢" (B;)
— | Ep(g;(Wj—1)) + EX; f;(W;—1)) + EXC[f;(W;20)]? + (1/6)EXC[f;(W;-1)]"E¢" (C;)

Since f; contains no X; terms, independent implies that EY; f;(W;_1)) = EY;Ef;(W;_1)) =

0. Similarly, EX; f;(W;_1)) = EX;Ef;(W;_1)) = 0. Similarly, by independence, EY?[f;(W;_1)]* =
EY?E[f;(W;1)]* = E[f;(W;_1)]? and EXZ[f;(W; 1) = EXFE[f;(W;1)]* = E[f;(W;1)]*.

So, all the lower order terms cancel and we get

[EG(F(W-1)) = E(F(W)| < sup 6" ()] (1/6)B|Y;[* E|£;W;0)f
+5up[6(1)] (1/6)E X, B (W)l

So, we conclude since E | X;|> = 1 and E|Y;|* < 10.
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