
541A Midterm 2 Solutions1

1. Question 1

Let Y, Z be a statistics, and suppose Z is sufficient for {fθ : θ ∈ Θ}. Show that W :=
Eθ(Y |Z) does not depend on θ. That is, there is a function t : Rn → R that does not depend
on θ such that W = t(X), where X is the random sample. (You may assume that X, Y, Z
are all discrete.)

Solution. Since Z is sufficient for θ, the conditional distribution of the sample X condi-
tioned on Z does not depend on θ. So, if h : Rn → R and if Y = h(X), then

Eθ(h(X)|Z = z) =
∑
x∈R

h(x)Pθ(X = x|Z = z) =: g(z),

and the expression on the right does not depend on θ, by assumption. So, Eθ(h(X)|Z) =
g(Z), and since Z is a statistic, we can write Z = f(X), so that Eθ(h(X)|Z) = g(f(X)),
where both g, f have no dependence on θ.

2. Question 2

Let X, Y be random variables such that (X, Y ) is uniformly distributed in the region

{(x, y) ∈ R2 : y ≥ 0, x+ y ≤ 1, −x+ y ≤ 1}.
Compute

E(X|Y ).

Solution. If y ∈ [0, 1],

fY (y) =

∫ ∞
−∞

fX,Y (x, y)dx =

∫ x=1−y

x=y−1
dx = 1− y − (y − 1) = 2− 2y.

Otherwise, fY (y) = 0. So, if y ∈ [0, 1]

E(X|Y = y) =

∫ ∞
−∞

xfX|Y (x, y)dx =

∫ ∞
−∞

x
fX,Y (x, y)

fY (y)
dx

=

∫ x=1−y

x=y−1

1

2− 2y
xdx = ((1− y)2 − (y − 1)2)

1

2− 2y
= 0.

And E(X|Y = y) is undefined when y /∈ [0, 1], since fY (y) = 0 when y /∈ [0, 1].
Then, by definition of E(X|Y ), we have

E(X|Y ) = 0.

3. Question 3

• Let X := (X1, . . . , Xn) be a random sample of size n from a Gaussian distribution
with unknown mean µ ∈ R and unknown variance σ2 > 0. (That is, X1, . . . , Xn are
i.i.d. and X1 is a Gaussian with mean µ and variance σ2.)

Computer the Fisher information IX(σ) for any σ > 0. (Consider µ ∈ R to be
fixed.)
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• Give an example of a random variable Z whose distribution depends on a parameter
θ ∈ Θ such that IZ(θ) does not exist for some θ ∈ Θ.

Solution. Recall that the density of X1 is

fσ(x) :=
1

σ
√

2π
exp(−(x− µ)2/[2σ2]), ∀x ∈ R.

Using that the information of independent random variables is the sum of the informations,
using the alternate definition of Fisher information using the variance, and using that the
variance is unchanged by adding a constant inside the variance,

IX(σ) = nIX1(σ) = nVarσ

( d
dσ

[
− log(σ

√
2π) +

−(X1 − µ)2

2σ2

])
= nVarσ

( d
dσ

−(X1 − µ)2

2σ2

)
= nσ−6Varσ[(X1 − µ)2]

= nσ−6Eσ((X1 − µ)4 − σ4) = 2nσ−2.

Here we used that the fourth moment of a standard gaussian is 3, i.e. E([X1 − µ]/σ)4 = 3,
so that E(X1 − µ)4 = 3σ4.

To give an example where the Fisher information does not exist, consider a random variable
that is uniform in [0, θ] with θ > 0 unknown. Then the region where the PDF is nonzero
depends on θ, so the Fisher information is not well-defined in this case (the derivative d

dθ
1[0,θ]

is not well-defined in this setting.)

4. Question 4

Let X1, . . . , Xn be a random sample from the Bernoulli distribution with unknown param-
eter 0 < p < 1, so that, for all 1 ≤ i ≤ n,

P(Xi = 1) = p, P(Xi = 0) = 1− p.

• Find a complete sufficient statistic for p. (As usual, justify your answer.)
• Find the UMVU for p3. (You may assume n ≥ 3.)

(Hint: X1X2X3 is an estimator for p3.)

Solution. The joint distribution of (X1, . . . , Xn) is

P(X1 = x1, . . . , Xn = xn) =
n∏
i=1

pxi(1− p)1−xi = p
∑n

i=1 xi(1− p)n−
∑n

i=1 xi

= e(log p−log(1−p))
∑n

i=1 xi+n log(1−p).

From the Factorization Theorem,
∑n

i=1Xi is sufficient for p. Also, by some exercises from
the homework,

∑n
i=1Xi is complete and sufficient for the exponential family (since the set

{(log p − log(1 − p)) : p ∈ (0, 1)} contains an open interval in R). Alternatively, note that
Z :=

∑n
i=1Xi has the binomial distribution and Z is complete, as shown in Example 5.21

in the notes. In any case, Z :=
∑n

i=1Xi is complete and sufficient for θ. Also, 1
n

∑n
i=1Xi is

unbiased for p, so 1
n

∑n
i=1Xi is UMVU for p.

Suppose we want to estimate p3. We use the unbiased estimate Y := X1X2X3 (noting that
EpY = EθX1EθX2EX3 = p3, by independence.) The UMVU is then E(Y |Z). Let 3 ≤ z ≤ n
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be an integer. Note that Y = 1 when X1 = X2 = X3 = 1 and Y = 0 otherwise. So,

Ep(Y |Z = z) = Ep(1X1=X2=X3=1|Z = z) = Pp(X1 = X2 = X3 = 1|Z = z)

= Pp(X1 = X2 = X3 = 1|
n∑
i=1

Xi = z) =
Pp(X1 = X2 = X3 = 1,

∑n
i=1Xi = z)

Pp(
∑n

i=1Xi = z))

=
Pp(X1 = X2 = X3 = 1,

∑n
i=4Xi = z − 3)

Pp(
∑n

i=1Xi = z))
=
p3
(
n−3
z−3

)
pz−3(1− θ)n−z(

n
z

)
pz(1− p)n−z

=
1

n(n− 1)(n− 2)

(n− z)!z!

(n− z)!(z − 3)!
=
z(z − 1)(z − 2)

n(n− 1)(n− 2)
.

Additionally, Ep(Y |Z = z) = 0 = z(z−1)(z−2)
n(n−1)(n−2) for z = 0, 1 and for z = 2 (since Z taking such

a value implies that Y = 0). So,

Ep(Y |Z = z) =
z(z − 1)(z − 2)

n(n− 1)(n− 2)
, ∀ 0 ≤ z ≤ n.

So, the UMVU is

Eθ(Y |Z) =
Z(Z − 1)(Z − 2)

n(n− 1)(n− 2)
.
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