60850 Midterm 1 Solutiond

1. QUESTION 1
e Let X: 2 — R be arandom variable such that
P(X >0)>0.

Show that there exists a positive integer n such that P(X > 1/n) > 0.
e Let X, Xy,...Q — R be random variables such that EX; = 0 and EX? = 1 for all
7 > 1. Show that

P (X, > n forinfinitely many n > 1) = 0.

Solution. Note that {X > 1} D {X > 1/2} D {X > 1/3} D ---. So, from Continuity of
the Probability Law,
lim P(X > 1/n) = P(N2,{X > 1/n}) = P(X > 0) > 0.

n—oo

In the last line, we used our assumption. So, by definition of the limit, there exists a positive
integer n such that P(X > 1/n) > 0.

We now do the second part. Note that var(X,) = EX? — (EX,,)?> =1 for all n > 1. From
Chebyshev’s inequality,

X, 1
P(X, >n) < var(2 ) = —, Vn>1.
n n
Therefore,
1
n>1 n>1

So, from the Borel-Cantelli Lemma, the second claim follows.

2. (QUESTION 2

Let X1, Xs, ... be independent identically distributed random variables with P(X; = 1) =
P(X, =—1)=1/2. Let aj, as, ... € R. Show that, for any n > 1,
n 2
P(ZaiXi > t) <e Xl YE>0.
i=1
(You can use the following inequality without proof: cosh(z) < e**/%, ¥ z € R.)
Solution. By dividing ay, ..., a, by a constant, we may assume >  a? = 1. Let a > 0.
Using the (exponential) moment method as in Markov’s inequality, and at > 0,
P() aiX; > t) = P(e"2im 9% > ) < om ¥Rt Rin Xt = omof [T Bet X,
=1 =1
The last equality used independence of X, X5, .... Using an explicit computation and the
above cosh inequality,

Ee i = (1/2)(e*® 4 e~ %) = cosh(aq;) < 6"2“5/2, Vi>1.
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In summary, for any ¢ > 0

n
2 n 2

P(Z a; X; > t) < et 21 a7/2 e—at+a2/2‘

=1

Since o > 0 is arbitrary, we choose « to minimize the right side. This minimum occurs when
a =t, so that —at + o?/2 = —t?/2, giving the desired bound.

3. QUESTION 3

Let n be a positive integer. Suppose X1, Xs,... are independent random variables that
are uniformly distributed in the set {1,2,...,n}. We can think of {1,2,...,n} as a set of
baseball cards, and for any ¢« > 1, X; is a uniformly random baseball card that you have
found. Your goal is to collect all of the n baseball cards.

For any 0 < j < n, let T} be the first time that you have collected exactly j baseball cards.
That is, T; is the smallest integer k such that {Xj,..., Xy} consists of exactly k distinct
elements. For example, Ty = 0, T} = 1, T3 is 2 when X, # X, T5 is 3 when X5 = X; and
X3 # Xj, and so on. (You may assume that P(7; < oco) =1 forall 0 < j <n.)

For any 1 < j <mn, let Y; := T, —T;_; be the time it takes to go from a collection of j —1
distinct baseball cards to a collection of j distinct baseball cards.

Show that Y5 and Y3 are independent, geometric random variables with parameters
and ”T’Q, respectively.

(Recall that a geometric random variable Y with parameter 0 < p < 1 is a positive-integer
valued random variable such that P(Y = k) = (1 — p)*~!p for any k > 1.)

Solution. Let a,b be positive integers. To prove independence, we need to show that

n—1

P(Y, = a,Y; = b) = P(Y; = a)P(Y; = b).

In fact, to complete the problem, it suffices to show that

P(Y, = a,Y; = b) = n—1)(n-2) 1 <z)b—17

n? ne—1\n

since summing over b > 1 shows that Y, is geometric, and similarly for summing over a > 1.
Note that
{Yo=0a,Ys=0}={X; =X3V1<j<a-1, X,#Xj,
X € {Xl,Xa}Va <k<b+a, Xatp ¢ {Xl,Xa}}.
Since the random variables X, X, ... are independent and uniformly distributed in {1, ..., n},
we then have

a—1 a+b—1

P(Y; = a,Y; =b) = ([P = ))P(x, # D T] P(X; € {1,2D)P(X; ¢ {1,2})
j=1 j=a+1
Tyl T 2 2 L 2\t (-2
_<]1_[1n> n (ja+1n> n na—1<n> n? '



4. QUESTION 4

We continue the definitions and notation from the previous problem. In this problem, you
may assume that Y7,...,Y, are independent random variables and for any 1 < j <n, Y is
a geometric random variable with parameter %ﬂ

You may use the following fact: a geometric random variable Y with parameter 0 < p < 1
has mean 5 and variance lp”

Note that T,, =Y +---+ Y,,.

e Show that ET,, = nlogn + O(n) and var(T,,) = O(n?).
e Conclude that
T,
nlogn

converges in probability to 1 as n — oo.

(Hint: Can you bound P(|T;, — nlogn + O(n)| > tn)?)

So, if you want to complete a set of 100 distinct baseball cards, you would need to randomly
sample about 100 log 100 ~ 460 baseball cards.

(As usual, O(a) denotes any quantity whose absolute value is bounded by a constant
multiple ca of a.)

Solution. By integral Comparison (as in Calculus 2), we have

n

& n " n "1
ET"_;EK_;n—Hl_;?_”;Z
"1
= n(/ de + O(1)) = nlog(n) + O(n).
1

Also, by independence, we have

n n _1 _1
VarTn:ZlvarYi:;Zn n—T;—l—l an_l+1—zn_

So, from Chebyshev’s Inequality, for any ¢ > 0

var(T, B
P (|T,, —nlogn+ O(n)| > tn) < % <O(t?).
That is,
T, t
P —1 1/1 —— ) <ot
<nlogn +0(1/logn)) > logn> <07
Or, replacing t with tlogn,
— < —2).
P(nlogn 1+ 0(1/logn)| > ) < O((tlogn)™=)

In particular, for any t > 0, lim, o P(|=2— — 1| > ¢) = 0.

nlogn



5. QUESTION 5

Find a sequence of random variables X;, Xo,...:  — R such that

e X, Xy, ... converges in probability to 0.
e X, Xy, ... does not converge almost surely to 0.
e X, Xy, ... does not converge in Ly to 0.

Prove that your example of X, X5, ... satisfies the above three properties.
(As usual, it might be easiest to use = [0, 1] with P Lebesgue measure on §2.)
Solution. We use a traveling bump with growing height. Let n > 1 and let j = j(n) > 0
be the unique integer such that 2/ < n < 277!, Define

Xn = 2j1 n—2/ n—2i41;-
[ 27 7 2] ]

Note that {X,, # 0} = [252,2=2*L] and this interval has width 277, Since j(n) — oo as
n — 00, we therefore have

lim P(X, # 0) = lim 277 = 0.

n—00 j—00

Therefore, Xy, X, ... converges in probability to 0.
Now, X, X, ... does not converge in Ly to 0 since

EX?=2%277 =2/ — 00 as n — oo.

Finally, X1, X», ... does not almost surely to 0 since Ugk<,,gr+1 [”;—Zk, ”_S:H] = [0,1]. So, if
t € [0,1] is fixed, the sequence of numbers X (t), X»(t), ... has an infinite number of 0's and
an infinite number of integers larger than 1. That is, lim,_, X, (t) does not exist, for all
t € [0,1], so that

P(lim X, =0)=0# 1.

n—oo
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